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Abstract. We show that the electronic states in a one-dimensional (1D) Anderson model of diagonal
disorder with long-range correlation proposed by de Moura and Lyra exhibit localization-delocalization
phase transition in varying the energy of electrons. Using transfer matrix method, we calculate the average
resistivity p and investigate how it changes with the size of the system N. For given value of a (> 2) we
find critical energies E.; and E.2 such that the resistivity decreases with N as a power law p o N~7 for
electron energies within the range of [Ec1, Fe2], and exponentially grows with N outside this range. Such
behaviors persist in approaching the transition points and the exponent - is in the range from 0.92 to 0.96.
The origin of the delocalization in this 1D model is discussed.

PACS. 73.20.Jc Delocalization processes — 72.15.Rn Localization effects — 05.40.-a Fluctuation
phenomena, random processes, noise, and Brownian motion

1 Introduction

Since Anderson broached the renowned model of disorder
and proved the existence of localized states in 1958 [1],
the field of disordered systems and Anderson localization
has attracted long-time attention among both theoretical
and experimental researchers, and experienced a tremen-
dous development. The localization is a result of quantum
interference among waves scattered by the disorder with
its intensity larger than a critical value. In the case of lo-
calization the wave functions of particles are localized in
a range of space with an exponentially decaying envelope.
If the states at Fermi energy are localized, the system ex-
hibits insulating behavior at zero temperature. Thus, a
metal-insulator transition (MIT) can be induced by intro-
ducing the disorder that changes the states from extended
to localized. From the scale theory [2] it is commonly be-
lieved that in systems of dimensions not greater than 2
there does not exist MIT characterized by mobility edges
which separate the extended and localized states in en-
ergy, and all the states are localized by extremely weak
disorder.

In recent decades several low-dimensional models with
correlated disorder which may have extended states were
proposed. A one-dimensional (1D) tight-binding (TB) ran-
dom dimer model is discussed in references [3-5]. In this
model the impurity sites appear in dimers and there exists
a single resonant energy level of extended state. Similar
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resonant levels of extended states are also found in 1D
models with short-range correlated disorder [6-8]. More-
over, the extended states can appear in a Cantor-set-like
manner and form a dilute conduction band if the ran-
domness with the short-range correlation is specially con-
structed in a quasi-1D system [9]. A continuous band of
extended states is also found in a 2D partially disordered
system [10]. More recently, attention has been paid to the
role played by the long-range correlations of disorder. In
a recent paper de Moura and Lyra proposed a 1D TB
model with diagonal disorder exhibiting long-range corre-
lation where the sequences of site energies have an approx-
imate spectral density of the form s(k) o< 1/k® with s(k)
being the Fourier transformation of the two-point correla-
tion function of site energies (e;€;) and k the inverse of the
wavelength A of the undulation on the site-energy land-
scape [11]. It was shown that the extended states can exist
in a range of energy for a > 2. Similar conclusions were
drawn for 1D models with long-range correlated disorder
by using different methods [12,13]. The transition from lo-
calization to delocalization is experimentally observed in
a waveguide with correlated disorder [14].

It is interesting to answer whether it is a continuous
transition or not, and what is the critical properties near
the transition in such 1D systems. In this paper, we con-
sider the 1D TB model with long-range correlated diag-
onal disorder proposed in reference [11]. Using transfer
matrix method, we calculate the average resistivity and
investigate how it changes with the size of the system V.
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For given value of a (> 2), there exist critical energies
E. and E.s. For energy in the range [E.1, Ec2], the av-
erage resistivity decreases as a power law p o« N~7 with
increasing the system size IV, while outside this energy
range it exponentially grows with IN. The exponent v on
the delocalization side is in the range 0.92-0.96, a little
smaller than one, the value corresponding to the 1D bal-
listic system, and slightly increased when approaching to
the transition point. We also discuss the origin of the de-
localization in this model.

The paper is organized as follows: In the next section
we describe the basic formalism in our calculations. In
Section 3 we present the main results and their physical
meaning. The last section is devoted to a brief summary
of conclusions.

2 The basic formalism

The Hamiltonian of the 1D TB model is written as [11]

H=Y eln)(n|+) to(ln)(n—1+|n)(n+1) (1)

where €, is the energy level at site n, |n) is the corre-
sponding Wannier function, and ¢y is the nearest-neighbor
hopping amplitude. We will set energy units as tg = 1
throughout this paper. In this model the site energies
en (n =1,2,..., N with N being the total number of
sites) are in a sequence, for which the Fourier trans-
formation s(k) o« 1/k“ For a = 0, one obtains the
traditional Anderson model with d-correlated disorder
(en€,) = (€n*)d,, /. The power-law spectral density is
imposed by constructing the site energies following the
relation

2

N

N2 =k ik
Zlk ] (N +¢k), )

where ¢y, are % independent random phases uniformly dis-
tributed in the interval [0, 27]. Then this energy sequence
is normalized to have zero mean (¢,) = 0 and unity vari-
ance Ae = /(e2) — ()2 = 1. The normalization factor is
size dependent so that the distribution of site energies and
the band widths are kept fixed in changing the size [15].

To investigate the properties of the one-electron states
of the above model, we adopt the transfer matrix method
to calculate the average resistivity [16] for systems with
different sizes. A state |1)) with energy F can be expressed
as a linear combination of site orbitals

N

where coefficients p,, obey the Schréodinger equations

(4)

Entn + n—1 + pnt1 = Epn.
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Equation (4) can be rewritten as

Pnt1 = FE —eppin — pin—1 (5)
from which one has
HN+1 T H1
=T 6
( BN ) N (Mo) ©)

with Ty being a 2 x 2 transfer matrix defined as

N
- E—¢, —1
Ty = H ( 1 0 ) '
n=1

If the left and right ends of the system are connected
to two semi-infinite perfect chains serving as leads, the
coefficients of the wave function in the leads (n < 1 and
n > N) can be expressed as those of plane waves. When
a particle is injected into the system from the left lead
with unit amplitude, it can be transmitted into the right
with amplitude t5, or be reflected to the left with ampli-
tude rn. Thus, we have
| exp(iky) + rn exp(—iky), n <1, 7
™7ty exp(iky), n > N. (7)

The dimensionless resistance R(FE, N) of the system
can be calculated by the Landauer formula:

rn]?

(8)

From the transfer matrix we can solve amplitudes ¢ and
rn, from which the resistance can be expressed by an el-
ement of the transfer matrix

R(B,N) = | (Tv) [* (9)
In order to distinguish the delocalized and localized states,
we use the average resistivity defined as [16]

1 N

pEN) =+ > R(E,i)/i.

i=1

(10)

For a delocalized state, the reflection coefficient is
smaller than unity, so R(E,:) is always finite and
R(E,i)/i — 0 when i — oco. As a result, p(E,N) — 0
when N — oo. On the contrary, for the localized states
p(E, N) is non-zero at the thermodynamical limit because
limy oo |tx]? = 0. Thus, we can use this quantity as the
order parameter to investigate the transition. It is inter-
esting to see whether p(E, N — o00) continuously goes to
zero from localized to delocalized states.

3 Numerical results

In this section we present our numerical results obtained
by using the above method. We can perform calculations
for systems with sizes up to 100 times larger than those
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Fig. 1. Logarithmic average resistivity (log,, p) as a function
of log,, N for various energies. Here a = 1.9. The energy units
are the hopping integral to.

adopted in reference [11], so we can carry out the scaling
analysis more effectively.

In Figure 1 we plot the logarithmic average resistiv-
ity as a function of the energy for various system sizes in
the case a = 1.9. It can be seen that p(E, N) rapidly in-
creases with increasing the system size in the whole inves-
tigated energy range. Thus, we can conclude that in this
case the resistivity goes to infinity at the thermodynami-
cal limit and the states are localized. Since « characterizes
the strength of the correlation of the disorder, the results
in Figure 1 show that the states are localized if the corre-
lation is not strong enough, in consistence with the other
investigations.

The calculated results for « = 2.5 are displayed in
Figure 2. The remarkable feature is the existence of an
energy interval E,y < F < FE. with F,; = —0.1 and
E.o = 0.6 where p(E, N) decreases with increasing N.
This means that in this energy range the states are ex-
tended at the thermodynamical limit, and E.; and E., are
the transition points which separate the extended and lo-
calized regimes. Moreover, the transition is very sharp and
the order parameter p is discontinuous at the transition
points. This discontinuity becomes more pronounced with
increasing the size. If the system size is not large enough,
e.g., N ~ 5000, the curves seem much more smooth. This
implies that the discontinuity behavior of the transition
can only be seen in numerical calculations with quite large
system sizes.

In order to perform further scaling analysis, in Fig-
ure 3 we show the dependence of p on the size N for both
extended and localized states with different . We can see
that for the extended states p exhibits a power-law de-
pendence on N p ox N~ with exponent v ~ 0.95, except
fluctuations for a = 2.1 near the transition point. For the
localized states, on the contrary, p exponentially grows
with increase of N, p « exp(8N), as can be seen in the
inset. Following these scaling behaviors the order param-
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Fig. 2. Logarithmic average resistivity as a function of log,, N
for various energies in the case a = 2.5. Curves for £ > 0.5
and F < —0.1 are shown in the insets.
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Fig. 3. Logarithmic average resistivity as a function of the
system size for different values of a. The energy £ = 0.15. The
curves for the extended states (v = 2.1, 2.5, 3.5) are shown in
the main panel, where the system size is in logarithmic scale.
The curve for localized state (o = 1.9) is displayed in the inset,
where the system size is in linear scale.

eter p and its inverse are obviously discontinuous at the
transition points.

In Figure 4 we plot the scaling behavior of p for states
with energies near the transition point E. for o = 3.5.
FE1 is numerically determined to be —0.337 £ 0.005. More
precise power-law dependence is seen for all the investi-
gated states on the delocalization side. The values of ex-
ponent « and its errors estimated from the fitting is given
in Table 1. It can be seen that + is in the range of 0.92-0.96
and slightly increased with approaching to the transition
point. In the inset of Figure 4 it is also shown that on
the localization side the average resistivity exponentially



494

The European Physical Journal B

Table 1. The values and errors of exponent v estimated from the fitting of the numerical data of p for the delocalized states

in the case a = 3.5.

E -0.1 -0.15 -02 -025 -0.3 -0.325 —-0.33 —0.335
ol 0.925 0.926 0.927 0.928 0.932 0.937 0.937 0.96
error 0.002 0.002 0.002 0.002 0.001 0.002 0.004 0.02
3.0
300 }

35 i 200 ] 1.0 ¢ g J
- < oo (=3.5, IN=0.001
S S 100 ] =—=a 0.=3.5, /N=0.01
® 08 | a—=a 0.=3.5, I/N=0.1 i
@ s o—= =1, UN=0.001
E‘C) 4.0 I [ 2 *— o.=1, /N=0.01
o 0 300000 600000 5 =1, UN=0.1
o System Size »n
:% _5 0.6 i
£ 45 | 1 s
% G—=o0 E=0.1 g
g == E=0.15 © 04t J
S v— E=0.2 ’

e—eE=025
50 1 4—4E=03 1 \\‘\‘\«
02 i
5.5 v
10000 100000 1000000 0.0 ‘ ‘ ‘
System Size o 100000 200000 300000
System Size

Fig. 4. The same as Figure 3 but for different energies near
the transition point F¢1. a = 3.5.
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Fig. 5. The site-energy distribution of the model in cases

a =1 and a = 3.5. The curves for different sizes coincide with
each other. Inset: the correlation strength at fixed distance
[ = 1000 as a function of the system size for « = 1 and o = 3.5.

grows with the size for a state near the transition point.
This further confirms the discontinuity of the transition.
It was commented that the origin of the delocalization
in this model is in the size-dependent features of the disor-
der [17]. In Figure 5 we plot the distribution probabilities
of the site energies for the cases a« =1 and a = 3.5. They

Fig. 6. The correlation strength at various reduced distances
[/N as a function of the system size for a = 1 and a = 3.5.

are almost size independent due to the normalization pro-
cedure [15]. The shapes of the probabilities are quite dif-
ferent for a = 1 and a = 3.5, the former is Gaussian-like,
and the latter has two peaks at the ends. Since o = 1
corresponds to the localization and « = 3.5 is for the case
of delocalization, one may argue that this difference in the
site-energy distribution may provide partial origin of the
delocalization. However, the independence of this distri-
bution on the system size is only from the viewpoint
of the uncorrelated disorder. If we look at the correla-
tion strength of the disorder defined as S(I) = (e;41€;) —
(€i+1)(€i) at a given distance [, it is really size-dependent
for both « = 1 and a = 3.5, as shown in the inset of Fig-
ure 5. In the case @ = 3.5 the correlation strength grows
more rapidly with increasing the system size, and then
saturates to its maximum value (~ 1). This implies that
the existence of the delocalized states in the case of larger
« is related to the size dependence of the correlation in
disorder. To explore this more clearly, in Figure 6 we plot
the size dependence of the correlation strength at given
reduced distance [/N. In this calculation the distance [
in the correlation is proportional to the size to keep I/N
constant. As shown in Figure 6, under this definition the
correlation strength is size-independent for o = 3.5, and
is reduced with increasing N in the case @ = 1. This indi-
cates that in the scaling transformation the reduced corre-
lation length, defined as I/N at which the correlation has
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a constant strength, is invariant for « = 3.5, but decreased
with increasing N for a = 1. From this we can conclude
that the origin of the existence of the delocalized states
is just in the scaling invariance of the reduced correlation
length that, together with the scaling invariance of the
site-energy distribution, keeps the effective strength of the
disorder in the reduced landscape (with all the distances
divided by N) unchanged in the scaling transformation.

4 Conclusions

We show that the electronic states in a one-dimensional
Anderson model of diagonal disorder with long-range
correlation proposed by de Moura and Lyra exhibit
localization-delocalization phase transition in varying the
energy of electrons. In this system the sequences of site
energies have an approximate spectral density of the form
s(k) < 1/k*. Using transfer matrix method, we calculate
the average resistivity and investigate how it changes with
the size of the system N. For given value of a (> 2) we
find critical energies F.; and E.; which separate the ex-
tended and localized regimes. In the extended regime, the
average resistivity exhibits a power-law dependence on the
system size, p o N~7, with exponent v ~ 0.96 indepen-
dent of the energy and a.. On the contrary, in the localized
regime p exponentially grows with /N as can be expected
from the envelopes of localized states. Since these behav-
iors persist in approaching the transition points, both p
and its inverse are discontinuous in the transition at the
thermodynamical limit. As ~ is smaller than 1 but very
near 1, the extended states are not completely ballistic but
behave like the ballistic ones. From the scaling analysis of
the site-energy distribution and the correlation strength
of the disorder we conclude that the existence of the de-
localized states stems from the scaling invariance of the
reduced correlation length.

495

This work was supported by grants 69876020 and 10074029 of
National Foundation of Natural Science in China, and by grant
G1999064509 for the State Key Program for Basic Research of
China.

References

1. P.W. Anderson, Phys. Rev 109, 1429 (1958)

2. E. Abrahams, P.W. Anderson, D.C. Licciardello, T.V.
Ramakrishnan, Phys. Rev. Lett 42, 673 (1979)

3. D.H. Dunlap, H.-L. Wu, P.W. Philips, Phys. Rev. Lett.
65, 88 (1990)

4. H -L. Wu, P.W. Philips, Phys. Rev. Lett. 66, 1366 (1991)

5. P.W. Philips, H.-L. Wu, Science 252, 1805 (1991)

6. J.C. Flores, M. Hilke, J. Phys. A 26, L1255 (1993)

7. Xiaoshuang Chen, Shi-Jie Xiong, Phys. Lett. A 179,
217 (1993)

8. A. Sénchez, E. Macia, F. Domfnguez—Adame, Phys. Rev.
B 49, 147 (1994)

9. Shi-Jie Xiong, Yan Chen, S.N. Evangelou, Phys. Rev. Lett.
77, 4414 (1996)

10. Shi-Jie Xiong, S.N. Evangelou, E.N. Economou, Phys.
Lett. A 253, 322 (1999)

11. F.A.B.F. de Moura, M.L. Lyra, Phys. Rev. Lett. 81,
3735 (1998)

12. F.M. Izrailev,
4062 (1999)

13. F.M. Izrailev, A.A. Krokhin, S.E. Ulloa, Phys. Rev. B 63,
041102 (2001)

14. U. Kuhl, F.M. Izrailev, A.A. Krokhin, H.-J. Stéckmann,
Appl. Phys. Lett. 77, 633 (2000)

15. F.A.B.F. de Moura, M.L. Lyra, Phys. Rev. Lett. 84,
199 (1999)

16. Xiaoshuang Chen, Shi-Jie Xiong, Phys. Rev. B 46,
12004 (1992)

17. Jan W. Kantelhardt, S. Russ, A. Bunde, S. Havlin, I.
Webman, Phys. Rev. Lett. 84, 198 (1999)

A.A. Krokhin, Phys. Rev. Lett. 82,



